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Abstract
1.	 Passive acoustic monitoring (PAM) has the potential to greatly improve our ability to 

monitor cryptic yet vocal animals. Advances in automated signal detection have in-
creased the scope of PAM, but distinguishing between individuals—which is necessary 
for density estimation—remains a major challenge. When individual identity is known, 
supervised classification techniques can be used to distinguish between individuals. 
Supervised methods require labelled training data, whereas unsupervised techniques 
do not. If the acoustic signals of individuals are sufficiently different, the number of 
clusters might represent the number of individuals sampled. The majority of applica-
tions of unsupervised techniques in animal vocalizations have focused on quantifying 
species-specific call repertoires. However, with increased interest in PAM applica-
tions, unsupervised methods that can distinguish between individuals are needed.

2.	 Here we use an existing dataset of Bornean gibbon female calls with known identity 
from five sites on Malaysian Borneo to test the ability of three different unsuper-
vised clustering algorithms (affinity propagation, K-medoids and Gaussian mixture 
model-based clustering) to distinguish between individuals. Calls from different gib-
bon females are readily distinguishable using supervised techniques. For internal 
validation of unsupervised cluster solutions, we calculated silhouette coefficients. 
For external validation, we compared clustering results with female identity labels 
using a standard metric: normalized mutual information. We also calculated clas-
sification accuracy by assigning unsupervised cluster solutions to females based on 
which cluster had the highest number of calls from a particular female.

3.	 We found that affinity propagation clustering consistently outperformed the 
other algorithms for all metrics used. In particular, classification accuracy of af-
finity propagation clustering was more consistent as the number of females in-
creased, and when we randomly sampled females across sites.

4.	 We conclude that unsupervised techniques may be useful for providing additional 
information regarding individual identity for PAM applications. We stress that al-
though we use gibbons as a case study, these methods will be applicable for any 
individually distinct vocal animal.
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1  | INTRODUC TION

Passive acoustic monitoring (PAM) of animals—which relies on 
the use of battery-operated autonomous recording devices—has 
been used extensively in marine systems (e.g. Davis et  al.,  2020; 
Fournet et al., 2018; Martin et al., 2013), and there has been a sub-
stantial increase in use in terrestrial systems in recent years (Sugai 
et al., 2019). Terrestrial applications of PAM include the assessment 
of occurrence (Vu & Tran,  2019) and movement patterns (Kalan 
et al., 2016), estimating population density (Dawson & Efford, 2009; 
Enari et  al.,  2017) and monitoring behaviour and activity patterns 
(e.g. Clink et al., 2020b; Wrege et al., 2017). PAM can provide data 
on vocal animals at ecologically relevant scales that are difficult to 
obtain when relying on human observers (Marques et al., 2013). In 
some cases, methods that rely on PAM have been shown to outper-
form human observers (e.g. Darras et al., 2019).

A significant amount of effort has been put into the develop-
ment of different automated detection algorithms for terrestrial an-
imals (Bardeli et al., 2010; Kalan et al., 2015; Katz et al., 2016; Keen 
et al., 2017; Zeppelzauer et al., 2015). For many PAM applications, 
such as population density estimation, effective discrimination be-
tween individuals is necessary. The ability to acoustically distinguish 
between individuals can also provide important insights into the be-
haviour and ecology of the focal animal(s) (Terry et al., 2005). For 
many applications a major hurdle for wide-scale implementation 
of PAM is the lack of robust techniques to effectively discriminate 
between calling individuals. Newer PAM applications of population 
density estimation, such as spatially explicit capture–recapture, 
generally require an input of individual identification (Augustine 
et al., 2018, 2019; Kidney et  al., 2016), which can be provided ei-
ther via acoustic localization or based on individual acoustic features 
of the detected ‘signature’ calls. Acoustic localization in terrestrial 
systems is possible (e.g. Spillmann et  al.,  2015) but requires time-
aligned recording units and a substantial amount of analyst effort. 
Therefore, unsupervised methods that can provide information on 
the number of calling animals based on individual differences in call 
features are desirable.

In machine learning, supervised techniques are used when data-
sets are labelled, for example, in the case where the identity of each 
calling individual is known, and calls can be subsequently classified 
based on known class membership (Greene et al., 2008). Supervised 
methods of discriminating between primate individuals based on 
features of their calls have been well established (Clink et al., 2017; 
Leliveld et al., 2011; Mielke & Zuberbühler, 2013; Mitani et al., 1996; 
Rendall, 2003; Rendall et al., 1996; Terleph et al., 2015). An import-
ant caveat for the use of supervised methods is that individual iden-
tity must be known, which is often not the case with acoustic data 
collected autonomously over extended periods. Generally, unsuper-
vised clustering algorithms are used to make inferences about unla-
belled data, which is in contrast to supervised algorithms that require 
the input of labelled training data (Dinov, 2018; Greene et al., 2008).

Most unsupervised applications related to non-human primate 
vocalizations have investigated species-specific call repertoires 

(Keenan et al., 2013; Pozzi et al., 2009; Price et al., 2015; Valente 
et al., 2019; Wadewitz et al., 2015). One of the foundational appli-
cations of unsupervised clustering was used to investigate the vocal 
repertoire of Barbary macaques Macaca sylvanus (Hammerschmidt 
& Fischer,  1998). Since then, unsupervised approaches have been 
used to investigate vocal repertoires in indris Indri indri (Valente 
et al., 2019), black lemurs Eulemur macaco (Pozzi et al., 2009), Eulemur 
spp. (Gamba et  al.,  2015), marmosets Callithrix jacchus (Turesson 
et al., 2016), douc langurs Pygathrix cinerea (Riondato et al., 2017), 
Campbells's monkeys Cercopithecus campbelli (Keenan et al., 2013), 
chacma Papio ursinus, olive P. anubis and Guinea baboons P. papio 
(Hammerschmidt & Fischer, 2019) and gorillas Gorilla gorilla (Hedwig 
et al., 2014). Outside the Order Primates there have been a few ap-
plications of unsupervised classification of individuals, including bot-
tlenose dolphins Tursiops truncatus (Kershenbaum et al., 2013) and 
Mexican ant thrushes Formicarius moniliger (Kirschel et al., 2009).

Validation of supervised classification is commonly done using  
k-fold cross-validation wherein the supervised algorithm (e.g. dis-
criminant function analysis or support vector machine) is trained on a 
subset of the data (often for all observations but one, which is known 
as ‘leave-one-out cross-validation’), and then the remaining observa-
tions are classified (Tan et al., 2016). Classification by the algorithm 
is compared with actual data labels (known as ground-truthing), 
and classification accuracy can be calculated. For unsupervised 
techniques, validation is less straight-forward, as the data for un-
supervised methods are generally unlabelled. Cluster validation for 
unsupervised approaches includes: (a) determining the correct num-
ber of clusters; (b) evaluating how well the results of cluster analysis 
fit the data without reference to external information (internal val-
idation) and (b) comparing the results of cluster analysis to external 
information (external validation; Tan et al., 2016).

Here we utilize an existing dataset of recordings of calls from 
Northern gray gibbon Hylobates funereus females recorded at five 
different sites in Malaysian Borneo to investigate the effective-
ness of unsupervised clustering techniques to distinguish between 
individual females. Bornean gibbon females have a high degree of 
vocal individuality (Clink et  al.,  2017; Clink, Crofoot, & Marshall, 
2018; Clink, Grote, et  al.,  2018), and supervised techniques have 
been shown to effectively discriminate 33 females with over 98% 
accuracy (Clink, Crofoot, & Marshall, 2018). Our main goal was to 
compare affinity propagation clustering (Frey & Dueck, 2007) with 
two other commonly used unsupervised clustering approaches: K-
medoids (Kaufman & Rousseeuw, 1990) and Gaussian mixture mod-
el-based clustering (Fraley & Raftery,  2002). All three algorithms 
utilize a centroid-based clustering approach, but affinity propagation 
clustering has two notable differences: it does not require the user 
to input the number of clusters a priori and does not require a choice 
of initial starting points (Dueck, 2009; Frey & Dueck, 2007).

For internal validation of cluster solutions, we calculated sil-
houette coefficients (Rousseeuw,  1987). We then compared un-
supervised clustering results with known female identity using a 
commonly used external validation metric: normalized mutual in-
formation (NMI; Bezdek, 1974; Wadewitz et al., 2015). In addition, 
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following Dueck (2009), we calculated the number of calls that were 
correctly classified by associating each cluster with the female that 
had the highest number of calls in that cluster. To compare the algo-
rithms, we randomly chose 10, 20, 30, 40, and 50 females from our 
dataset over 100 iterations and calculated silhouette coefficients, 
NMI and per cent correct classifications. We also calculated the 
difference in the predicted number of clusters (individual females) 
and the actual number of individual females in the dataset. For more 
ecologically relevant comparisons, we also used a bootstrapping ap-
proach where we randomly chose 80% of the calls from each site in 
our dataset over 100 iterations and calculated internal, external and 
performance metrics as outlined above.

2  | MATERIAL S AND METHODS

2.1 | Acoustic data collection

Gibbons are known for their coordinated, long-distance vocali-
zations (known as duets) between mated male and female pairs 
(Geissmann,  2002). The present analysis focused on the female 
contribution to the duet known as the great call; these calls follow 
a stereotyped, species-specific pattern (see Figure 1 for representa-
tive spectrograms) and have been shown to be individually distinct 
(Clink et  al.,  2017; Clink, Crofoot, & Marshall,  2018; Clink, Grote, 
et al., 2018). The original dataset contained 933 calls (range: 2–46 calls 
per female) collected from 66 different individual Northern gray gib-
bon Hylobates funereus females from five different sites in Malaysian 
Borneo: Maliau Basin Conservation Area, Deramakot Forest Reserve, 
Imbak Canyon Conservation Area, Danum Valley Conservation Area 

and Kalabakan Forest Reserve using a Marantz PMD 660 recorder 
(Marantz) equipped with a Røde NTG-2 directional condenser micro-
phone (Røde Microphones); see Clink, Charif, et al. (2018) and Clink, 
Grote, et al. (2018) for details on data collection.

Recordings were taken at 44.1 kHz sampling rate, a sample size 
of 16-bits, and were saved as Waveform Audio (WAV) files. A previ-
ous analysis of this dataset indicated that most of the variation in call 
features occurs at the level of the individual, and that only one call 
feature (trill rate) varied across sites (Clink, Grote, et al., 2018). All 
data were collected via focal recordings at a distance of ~150 m or 
less, and calls included in the present analysis had a signal-to-noise 
ratio (SNR) of 10  dB or higher. As data were collected from wild, 
unhabituated gibbons, there was the possibility of misidentification 
of some females. But, the supervised classification accuracy of all 
females in our dataset was quite high (see below), which indicates 
that resampling the same female and classifying her as two separate 
females had a minimal impact on our results. See Clink et al. (2017) 
and Clink, Grote, et al. (2018) and the discussion (this paper) for more 
details.

2.2 | Acoustic data processing

Mel-frequency cepstral coefficients (MFCCs) are useful features 
for distinguishing between gibbon females (Clink, Crofoot, & 
Marshall,  2018) and were also used for this analysis. To calculate 
MFCCs, we used the package ‘tuneR’ (Ligges et al., 2016) in the R 
programming environment (R Core Team, 2019). Calls in our dataset 
varied in duration from 7.6 to 20.9 s. Although call duration varies 
between individuals, there were not site-level patterns of variation 

F I G U R E  1   Representative spectrograms of calls from four gibbon females. Spectrograms were made with the ‘phonTools’ (Barreda, 2015) 
package with a 512-point (11.6 ms) Hann window (3 dB bandwidth = 124 Hz), with 75% overlap and a 1024-point DFT, yielding time and 
frequency measurement precision of 2.9 ms and 43.1 Hz respectively
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in this feature (Clink, Grote, et al., 2018). As most machine learning 
algorithms require feature vectors of equal length for each observa-
tion (in our case each call), we calculated MFCCs over a standardized 
number of windows (8) for each call, and the size of time windows 
we used to calculate MFCCs varied depending on the total duration 
of the call. For each of the eight windows, we calculated 12 Mel-
filters (or bandpass filters; Davis & Mermelstein, 1980) between 500 
and 1,500 Hz, which corresponds with the fundamental frequency 
range of gibbon female great calls. The first MFCC for each time win-
dow corresponds to the amplitude or loudness of the signal (Muda 
et al., 2010); this will vary depending on the recording distance to 
the calling animal and is therefore not appropriate for discriminative 
tasks so we only used 11 MFCCs for each time window.

In addition, MFCCs describe the spectral envelope at par-
ticular points in time, but do not capture temporal variation in 
the signal. Therefore, we also calculated delta-cepstral coeffi-
cients which provide a measure of change from one frame to the 
next, and provide information about the temporal dynamics of 
the signal (Kumar et  al.,  2011). As we estimated 11 MFCCs for 
each time window, we also had 11 delta coefficients. We also in-
cluded duration, which resulted in a final feature vector of 177 
parameters describing each call. Given the previous success with 
using MFCCs, the delta coefficients, and call duration as features 
for distinguishing between gibbon females (Clink, Crofoot, & 
Marshall,  2018), we used only these features for our unsuper-
vised clustering experiments.

2.3 | Supervised classification

To investigate how the number of calls included per female influ-
enced our classification results, we ran an experiment where we ran-
domly chose 3–15 calls per female over 100 iterations. We used a 
support vector machine (SVM; Cortes & Vapnik, 1995) implemented 
in the r package ‘e1071’ (Meyer et al., 2017) for supervised classifica-
tion of female calls. We used a ‘radial basis’ kernel type and set the 
k-fold cross-validation parameter to 5, which means that 80% of the 
data were used for training and 20% were used for testing. We ran 
the experiment over 100 iterations for each number of calls (3–15). 
There was variation in the number of calls per female in our original 
dataset, which means that the number of females included neces-
sarily decreased as the number of calls increased. To determine the 
minimum number of calls per female needed for stabilization of clas-
sifier performance we plotted the results using the r package ‘gg-
pubr’ (Kassambara, 2017).

2.4 | Unsupervised clustering

We compared three unsupervised clustering methods: affinity propa-
gation clustering (Frey & Dueck, 2007) using the package ‘apcluster’ 
(Bodenhofer et  al.,  2011), K-medoids clustering (Macqueen,  1967) 
using the ‘cluster’ package (Maechler et  al.,  2019) and Gaussian 

mixture model-based clustering (Duda & Hart, 1973) using the ‘mclust’ 
package (Scrucca et al., 2016). All three algorithms can be used to clus-
ter unlabelled data, but there are some fundamental differences. In K-
means, the user defines the target number of clusters, k. The algorithm 
randomly assigns k data points to be used as the starting centroid(s). 
All data points are assigned to a cluster based on closest proximity 
to the randomly placed centroid, and the algorithm calculates a new 
centroid for each cluster. The cluster centroid is then iteratively opti-
mized, and this process continues until the centroids have stabilized, 
or the defined number of iterations has been achieved (Hamerly & 
Drake, 2015).

We used K-medoids clustering (also known as partitioning around 
medoids (Kaufman & Rousseeuw, 1990), which is a more robust ver-
sion of K-means (Maechler et al., 2019). The main difference is that 
K-medoids clustering chooses a data point as the centre of each clus-
ter, whereas in K-means the centroid may not represent an actual 
data point (Madhulatha, 2011). Unlike K-means, K-medoids does not 
calculate the mean for each cluster, but chooses a representative data 
point or medoid, which makes it more robust to noise and outliers 
(Reynolds et  al.,  2006). Gaussian mixture model-based clustering 
can be considered conceptually as an extension of K-medoids with 
two differences. First, K-medoids ‘hard-assigns’ points to a cluster, 
whereas Gaussian mixture model-based clustering provides a prob-
ability that a point belongs to each of the possible clusters. Second, 
K-medoids clustering lacks flexibility in cluster shape, and assumes 
clusters have a circular shape (or hypersphere in higher dimensions), 
which is often not the case with real-world data; Gaussian mixture 
model-based clustering allows for oblong or elliptical shaped clusters 
(Fraley & Raftery, 2002).

Unlike many other commonly used unsupervised clustering 
algorithms, affinity propagation clustering does not require the 
number of clusters to be predetermined (Frey & Dueck,  2007). 
Another proposed benefit of affinity propagation clustering is that 
it identifies exemplar observations for each cluster type (Brusco 
et al., 2019); however, other algorithms such as k-medoids also do 
this (Scrucca et  al.,  2016; Macqueen,  1967; Madhulatha,  2011). 
Affinity propagation clustering relies on what is known as a mes-
sage-passing algorithm that takes similarities between data points 
as the input (Brusco et al., 2019). The data points can be consid-
ered as occurring in a network, and because of the structure of the 
network, affinity propagation clustering considers all data points 
simultaneously, which means that unlike other algorithms, the re-
sults will not be influenced by choosing the initial set of points 
(Dueck, 2009). The network is based on a factor graph (a type of 
graphical model) wherein real-valued functions (known as mes-
sages) are passed between the data points (Frey & Dueck, 2007). 
Graphical models are an effective way to express and visualize the 
structure of a network of data points (Frey & Dueck, 2007). Two 
types of messages are sent between points: the first are termed 
‘responsibilities’ which are sent from data points to candidate ex-
emplars, and the second are termed ‘availabilities’ which are sent 
from candidate exemplars to the data points; these messages rep-
resent the suitability of one point to act as an exemplar of the 
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other (Dueck, 2009). As mentioned above, the suitability of data 
points to be exemplars is considered while simultaneously con-
sidering the suitability of other data points to be exemplars (Frey 
& Dueck,  2007). After convergence, a small set of exemplars is 
used to describe the dataset (Pedregosa et  al.,  2011). To-date,  
affinity propagation clustering has been used in a few bioacoustics 
applications, including anomaly detection in forest soundscapes 
(Sethi et  al.,  2020) and unsupervised clustering of male gibbon 
solo phrases (Clink et al., 2020a).

2.5 | Internal validation

For internal validation of cluster solutions, we compared each of the 
three clustering algorithms using silhouette coefficients (Maechler 
et  al.,  2019; Rousseeuw,  1987). Silhouette coefficients provide a 
measure of how similar an object is relative to the established clus-
ters; values range from −1 to 1, and higher silhouette coefficients 
indicate a more appropriate clustering solution (Rousseeuw, 1987). 
Both K-medoids and Gaussian mixture model-based clustering re-
quire the user to input the number of clusters, so we ran cluster so-
lutions for a range of numbers of clusters (see details below). For 
K-medoids, we calculated the silhouette coefficient to assess the dis-
creteness of cluster solutions; we chose the cluster solution, which 
had the highest silhouette coefficient.

For Gaussian mixture model-based clustering, the ‘Mclust’ func-
tion comes with an internal capability to compare cluster solutions 
using Bayesian information criterion (BIC), so we chose the clustering 
solution with the lowest BIC (Scrucca et al., 2016). For affinity prop-
agation clustering, the number of clusters returned by the algorithm 
can be influenced by the input preferences (Bodenhofer et al., 2011), 
so we systematically varied the input preferences using the ‘q’ input 
from 0 to 1 (in increments of 0.1), returned the cluster solutions and 
calculated a silhouette coefficient; this is known as adaptive affinity 
propagation clustering (Wang et al., 2008). Our early experiments 
indicated that using the median of similarities (q = 0.5) as input pref-
erence led to an optimal number of clusters, so the results we report 
here are based on using the median values. This is the default in the 
‘apcluster’ function and is based on strategies outlined in Frey and 
Dueck (2007).

2.6 | External validation

For external validation, we used two different approaches. First, 
we aimed to measure how well the unsupervised clustering results 
matched the labelled data using standard metrics. The two most 
commonly used metrics for measuring agreement between clus-
tering results and ground-truth (labelled) data are the Adjusted 
Rand Index (ARI) and Normalized Mutual Information (NMI). We 
calculated ARI (Hubert & Arabie, 1985) using the ‘mclust’ package 
(Scrucca et al., 2016), and we calculated NMI (Bezdek, 1974) using 
the ‘aricode’ package (Chiquet & Rigaill, 2019). Both of these metrics 

provide a measure of how well the results of two overlapping clus-
ters match; a value close to 1 indicates almost perfect agreement, 
whereas if the compared clusters have little conformity, the values 
will be close to zero. We found that there was a very high correlation 
(>0.95) between the two metrics, so report only the NMI.

Unlike supervised classification, unsupervised algorithms do 
not provide a class label for each observation, which makes it less 
straight-forward to assess their accuracy in assigning observations 
to their respective classes. However, one approach is to associ-
ate the unsupervised cluster with the true cluster that accounts 
for the largest number of data points in the unsupervised cluster 
(Dueck,  2009). For both K-medoids and Gaussian mixture mod-
el-based clustering, we assigned a class label (female identity) to the 
cluster that had the highest number of calls from that female. For 
affinity propagation clustering, we used the class label for the exem-
plars of each cluster (which are provided by the algorithm) to deter-
mine which cluster was associated with which female. Importantly, 
if there is no penalty for over-splitting the ideal scenario would be to 
place each data point into its own category or cluster. To avoid this 
pitfall, we identified all instances in which a female was placed in 
two clusters or categories. We then identified which cluster had the 
higher number of calls, assigned that cluster to the corresponding 
female and assigned the other clusters a ‘NA’ label so that it would 
be calculated as an incorrect classification. We then calculated 
the per cent of observations correctly assigned to their respective 
classes by the algorithm.

2.7 | Bootstrapping using the entire dataset

To assess the performance of the three different algorithms, we 
conducted a set of experiments wherein we randomly chose calls 
from 10, 20, 30, 40 or 50 females in our dataset over 100 itera-
tions. For both K-medoids and Gaussian mixture model-based 
clustering, we allowed the number of clusters to vary from 2 to 
53 clusters (the maximum number of females in our dataset; see 
below). We chose the cluster solution with the highest silhouette 
coefficient for K-medoids clustering and chose the cluster solu-
tion with the lowest BIC for Gaussian mixture model-based clus-
tering. For each iteration, we calculated the silhouette coefficient, 
NMI, and the per cent of observations correctly assigned to their 
respective class.

2.8 | Bootstrapping across sites

Our dataset included gibbon females from five different sites, which 
provided a natural experiment for us to investigate how the three 
algorithms varied across sites with a known number of females. For 
each site we randomly selected 80% of the calls. As outlined above, 
we calculated the silhouette coefficient, NMI and the per cent of 
observations correctly assigned to the respective class over 100 
iterations.
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2.9 | Visualization of results

To visualize our results we used a uniform manifold learning technique 
(UMAP; McInnes et al., 2018) implemented in the r package ‘umap’ to 
embed the 177 features from each gibbon female call into a two-dimen-
sional space. UMAP is an effective dimensionality technique that has been 
used to visualize differences in forest soundscapes (Sethi et al., 2020) 
and two distinct taxonomic groups of a neotropical passerine (Parra-
Hernández et al., 2020). We used the package ‘ggplot2’ (Wickham, 2016) 
to plot the UMAP projections. To calculate classification accuracies used 
in the UMAP plots, we implemented the three unsupervised clustering 
algorithms as described above using the entire dataset.

3  | RESULTS

3.1 | Supervised classification

To investigate how the number of calls included per female influ-
enced our classification accuracy we randomly selected 3–15 calls 
per female and classified them using SVM over 100 iterations. We 
found that SVM classification performance stabilized (and classifi-
cation accuracy was >90%) when we used at least seven calls per 
female (Figure 2). We omitted any females with fewer than seven 
calls (N = 13 females) for our subsequent tests of the unsupervised 

classification algorithms, which reduced our sample size to 883 calls 
from 53 gibbon females. See Table 1 for a summary of sample size by 
site for the reduced dataset.

3.2 | Bootstrapping over 100 iterations

We randomly chose calls from 10, 20, 30, 40 or 50 females over 100 
iterations. For all three algorithms, the silhouette coefficient (which we 
used as an internal validation metric) decreased as the number of clusters 
increased (Table 2). We found that affinity propagation clustering outper-
formed K-medoids and Gaussian mixture model-based clustering in both 
external validation metrics—NMI and per cent correct classification—no-
tably when the number of randomly chosen clusters (females) was high. 
Affinity propagation clustering had a substantially higher mean classifica-
tion accuracy and lower deviation from the actual number of females in 
the dataset than the other two algorithms, particularly for experiments 
with greater than 30 randomly chosen females (Figure 3; Table 2).

3.3 | Unsupervised clustering across sites

We conducted a second experiment where we divided our dataset by 
site and randomly chose 80% of calls from each site over 100 itera-
tions and compared the three algorithms as outlined above. For both 

F I G U R E  2   Supervised classification 
accuracy (M ± SD) as a function of number 
of randomly selected calls included per 
female. We randomly selected 3–15 calls 
per female and tested the performance of 
SVM classification over 100 iterations

Site
Total 
females

Total 
calls

Mean 
calls

Min  
calls

Max 
calls

Deramakot Forest Reserve 
(Site 1)

8 118 14.75 8 25

Danum Valley (Site 2) 12 199 16.58 7 32

Imbak Canyon (Site 3) 8 157 19.62 7 46

Maliau Basin (Site 4) 3 65 21.67 11 41

Kalabakan Forest Reserve 
(Site 5)

22 344 15.64 7 46

All sites 53 883 ~ ~ ~

TA B L E  1   Summary of sample size 
of calls used for tests of the three 
unsupervised clustering algorithms
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of our external validation metrics, we found that affinity propagation 
clustering outperformed K-medoids and Gaussian mixture model-
based clustering (Table  3). We also found that when comparing the 
predicted number of clusters (or individuals) to the actual number of 
individuals, affinity propagation clustering showed substantially less 
deviation from the actual number of females than the other two meth-
ods (Figure 4). Lastly, we found that the per cent of calls that were 
classified to the correct female was higher for affinity propagation 
clustering, and this was consistent across sites (Table 3; Figure 4). We 
also found that classification accuracy was substantially higher for af-
finity propagation clustering when we included all the females in our 
dataset (Figure 5).

4  | DISCUSSION

Here we compare the ability of three unsupervised clustering algo-
rithms to distinguish between calls of Northern gray gibbon female 
individuals. We show that affinity propagation clustering substan-
tially outperformed K-medoids and Gaussian model-based cluster-
ing. In particular, classification accuracy of affinity propagation 
clustering was more consistent as the number of randomly sampled 
females increased and when we randomly selected calls from each 
of our sites. We conclude that affinity propagation clustering may 
be a useful tool for determining the number of calling individuals 
(with some error) in PAM applications. Our results indicate that 

TA B L E  2   Comparison of three unsupervised clustering approaches (affinity propagation, K-medoids and Gaussian mixture-model based 
clustering) of bootstrapping over 100 iterations for randomly chosen calls from 10, 20, 30, 40 or 50 females. For each number of females, 
we include the number of calls analyzed (range) along with the mean ± SD of the number of clusters returned by the algorithm, the per cent 
of observations correctly classified, the silhouette coefficient and normalized mutual information index (NMI)

Number of females
Clustering 
method

Number of calls 
(range)

Number of clusters 
(M ± SD)

Percent correct 
(M ± SD)

Silhouette 
(M ± SD)

NMI 
(M ± SD)

10 Affinity 102–238 12.49 ± 2.02 75.91 ± 12.76 0.33 ± 0.05 0.72 ± 0.14

Gaussian 100–253 15.52 ± 8.24 70.98 ± 20.46 0.28 ± 0.07 0.73 ± 0.24

K-medoids 106–274 7.18 ± 3.92 53.24 ± 18.25 0.37 ± 0.04 0.55 ± 0.28

20 Affinity 224–445 22.88 ± 2.31 72.55 ± 9.31 0.28 ± 0.02 0.59 ± 0.14

Gaussian 267–436 25.34 ± 9.3 50.78 ± 9.78 0.18 ± 0.04 0.45 ± 0.12

K-medoids 240–444 9.10 ± 8.61 34.59 ± 15.25 0.32 ± 0.03 0.33 ± 0.31

30 Affinity 403–601 32.31 ± 2.53 68.59 ± 5.44 0.25 ± 0.02 0.43 ± 0.09

Gaussian 425–588 31.42 ± 9.47 50.36 ± 7.38 0.17 ± 0.02 0.43 ± 0.11

K-medoids 405–602 10.89 ± 11.87 26.65 ± 12.13 0.28 ± 0.03 0.25 ± 0.27

40 Affinity 592–738 40.91 ± 2.29 66.80 ± 3.45 0.23 ± 0.01 0.34 ± 0.06

Gaussian 585–732 36.07 ± 7.38 49.39 ± 6.14 0.16 ± 0.02 0.39 ± 0.09

K-medoids 581–737 9.50 ± 12.96 19.51 ± 8.74 0.26 ± 0.02 0.17 ± 0.23

50 Affinity 784–860 50.15 ± 1.29 64.83 ± 2.05 0.21 ± 0.01 0.27 ± 0.03

Gaussian 793–856 38.7 ± 5.14 49.17 ± 3.86 0.15 ± 0.01 0.39 ± 0.06

K-medoids 782–857 5.72 ± 9.38 16.26 ± 4.26 0.25 ± 0.01 0.08 ± 0.13

F I G U R E  3   Results of bootstrapping 
over 100 iterations for randomly chosen 
calls from 10, 20, 30, 40 or 50 females. 
Per cent correct classification (a) and 
deviation from the actual number of 
females (b) of randomly sampled number 
of females using affinity propagation, 
Gaussian mixture model-based or K-
medoids clustering. The boxplots show 
the median, first and third percentiles, and 
range for each algorithm and sample size
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affinity propagation clustering will be particularly useful for moni-
toring of vocal animals that have relatively stereotyped and individ-
ually distinct calls; further studies on taxa with diverse signal types 
will be informative. Importantly, future applications that combine 
data on individual identity collected via PAM with spatially explicit 
capture–recapture density estimation models (Kidney et al., 2016; 
Stevenson et al., 2015) have the possibility to revolutionize how we 
monitor populations of gibbons and other vocal animals.

Affinity propagation clustering has been shown to outper-
form other unsupervised algorithms in diverse applications includ-
ing unsupervised classification of images (Dueck & Frey,  2007), 
high-dimensional gene expression data (Kiddle et  al.,  2010) and 
functional magnetic resonance imaging data (Zhang et  al.,  2011). 
The superior performance of affinity propagation clustering can be 

attributed to the following. First, affinity propagation clustering uti-
lizes a message-passing algorithm (Frey & Dueck, 2007) that allows 
it to consider all data points as exemplars simultaneously. This is in 
contrast to both K-medoids (Madhulatha, 2011) and Gaussian mix-
ture model-based clustering (Shireman et al., 2017) wherein initial 
starting exemplars must be chosen. These algorithms are sensitive 
to initial starting points, and tend to work better when number of 
clusters is small and the initial selection is close to a good clustering 
solution; increasing the number of initializations generally leads to 
only slight improvements of performance (Dueck,  2009). Second, 
affinity propagation clustering does not require the user to input a 
predetermined number of clusters. In most unsupervised clustering 
applications the number of groups or classes is not known a priori, 
so specifying the number of clusters beforehand is not ideal. There 

F I G U R E  4   A comparison of 
bootstrapped unsupervised clustering 
results across five sites in Malaysian 
Borneo. We randomly chose 80% of the 
calls from each site over 100 iterations 
and ran each of the three unsupervised 
clustering algorithms. The top panel (a) 
shows the per cent of observations that 
were correctly classified, and the bottom 
panel (b) shows the deviation of the 
predicted number of clusters (individual 
females) from the actual number of 
females recorded. The boxplots show 
the median, first and third percentiles 
and range of the data for each site and 
algorithm

TA B L E  3   Summary of results of unsupervised clustering female gibbon calls from five sites on Malaysian Borneo. For each site we include 
the mean ± SD of the number of clusters returned by the algorithm, the per cent of observations correctly classified, silhouette coefficient 
and normalized mutual information index (NMI)

Site
Number of 
calls

Clustering 
method

Number of clusters 
(M ± SD)

Percent correct 
(M ± SD)

Silhouette 
(M ± SD)

NMI 
(M ± SD)

Deramakot (N = 8) 94 Affinity 9.04 ± 1.20 70.65 ± 10.42 0.36 ± 0.03 0.77 ± 0.07

Gaussian 51.29 ± 8.45 13.21 ± 12.9 0.53 ± 0.06 0.15 ± 0.15

K-medoids 49.56 ± 7.18 10.43 ± 7.20 0.54 ± 0.06 0.12 ± 0.08

Danum Valley 
(N = 12)

159 Affinity 12.39 ± 1.43 66.46 ± 8.07 0.36 ± 0.03 0.74 ± 0.08

Gaussian 19.24 ± 9.15 57.99 ± 17.08 0.33 ± 0.06 0.72 ± 0.18

K-medoids 47.96 ± 14.56 23.12 ± 2.90 0.49 ± 0.04 0.27 ± 0.03

Imbak Canyon 
(N = 8)

125 Affinity 8.91 ± 0.91 62.84 ± 12.41 0.29 ± 0.03 0.75 ± 0.07

Gaussian 15.70 ± 10.79 55.57 ± 19.96 0.28 ± 0.08 0.73 ± 0.2

K-medoids 34.26 ± 24.33 20.29 ± 26.03 0.5 ± 0.03 0.14 ± 0.17

Maliau Basin 
(N = 3)

52 Affinity 6.28 ± 1.46 51.27 ± 22.48 0.33 ± 0.06 0.69 ± 0.15

Gaussian 34.86 ± 2.64 5.15 ± 4.54 0.55 ± 0.08 0.09 ± 0.09

K-medoids 32.52 ± 5.39 0.91 ± 4.42 0.56 ± 0.06 0.02 ± 0.11

Kalabakan (N = 22) 275 Affinity 23.90 ± 1.73 64.71 ± 7.98 0.33 ± 0.02 0.77 ± 0.05

Gaussian 36.62 ± 8.60 45.21 ± 10.11 0.31 ± 0.03 0.62 ± 0.11

K-medoids 50.23 ± 4.99 37.85 ± 6.05 0.38 ± 0.02 0.48 ± 0.08



     |  9Methods in Ecology and Evolu
onCLINK and KLINCK

are ways to address this limitation (e.g. loop over a set number of 
clusters and choose a cluster solution based on the best internal val-
idation score) but this approach is computationally costly, and often 
leads to suboptimal results (this study). Lastly, the fact that the af-
finity propagation clustering algorithm takes a similarity matrix as 
an input means that it is broadly generalizable to many different 
types of datasets, and particularly for the multivariate datasets that 
are common in bioacoustics and PAM applications (Dueck, 2009).

For the present study, we chose to use MFCCs because our pre-
vious work indicated that these features lead to a higher supervised 
classification accuracy of gibbon females than features extracted from 
the spectrogram (Clink, Crofoot, & Clink, Crofoot, & Marshall, 2018). 
It seems likely that other types of feature extraction methods [e.g. au-
tomated estimation of spectral and temporal features (Araya-Salas & 
Smith-Vidaurre, 2017) or convolutional neural network feature embed-
dings (Sethi et al., 2020; Simonyan & Zisserman, 2014)] should work with 
affinity propagation clustering, assuming there is sufficient inter-class 
variation in the signals of interest. Importantly, our analysis focused on 
female gibbon calls which are highly stereotyped, yet individually dis-
tinct calls that can be effectively classified with high accuracy using 
supervised methods. Oftentimes, acoustic signals of interest are highly 
variable within individuals of the same call type [e.g. elephant rumbles 
(Hedwig et al., 2019); male gibbon solos (Clink et al., 2020a); humpback 
whale song (Noad et al., 2000)]. Although affinity propagation cluster-
ing has been shown to be effective in a variety of different applications 

(see above), it is unclear how it will perform on calls with levels of higher 
intra-individual variability. Future studies that use affinity propagation 
clustering on less stereotyped signals will be informative.

A caveat regarding our results is that we used calls taken from 
focal recordings, which means that the calls are relatively high 
quality (SNR > 10 dB) compared to many that would be captured 
using autonomous recorders deployed at fixed locations. Like 
all methods of feature extraction, the ability to use MFCCs for 
classification will be influenced by the signal-to-noise ratio (SNR) 
(Spillmann et al., 2017). MFCCs may be less robust to changes in 
SNR than other types of feature extraction such as estimating 
more noise-robust features from the spectrogram, e.g. Mellinger & 
Bradbury, 2007). However, the detection distance of a signal (and 
subsequent ability to use that signal for classification) will depend 
on many factors (such as source level of the calling animal, propa-
gation loss and topography). Therefore, the detection distance and 
the acceptable cut-off for the SNR of a signal that can be used for 
classification needs to be determined empirically. As automated 
detectors are influenced by SNR, it may be possible to determine 
some threshold or SNR-cut-off in which the ability to detect and 
classify individuals is relatively high. In the future, we hope to test 
how the choice of features, along with quality of the recordings, 
influences the performance of affinity propagation clustering.

Interestingly, in many cases, when the algorithm(s) misclassified a 
female, the call was classified as another female that was recorded in 

F I G U R E  5   UMAP projections for all gibbon female calls included in our dataset (N females = 53; N calls = 883). Each point represents 
a two-dimensional embedding of a single call. For plot (a), the colour of the points represents an individual female, and for plots (b)–(d) the 
colour and shape indicate whether the indicated unsupervised classification algorithm assigned that call to the correct female
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close spatial proximity to the actual female. There are a few possible 
explanations for this. Although we know little about dispersal in gib-
bons, what we do know indicates that gibbons tend not to disperse far 
from their natal home ranges (Matsudaira et  al.,  2018). There is evi-
dence that closely related primates have similar call features (Kessler 
et al., 2012; Levréro et al., 2015). Therefore, it is possible that females 
that were recorded in close spatial proximity are closely related, and that 
either due to genetics, behavioural drift (Mundinger, 1980) or learning 
(Koda et al., 2013) the calls of neighbouring females were similar enough 
in some cases to be included in the same cluster. Another possibility is 
that during data collection, as recordings were taken from wild, unhab-
ituated gibbons, there were particular instances in which a single female 
was recorded on two separate occasions and classified as two different 
females. Gibbons are territorial, and for censusing, it is generally agreed 
that groups that are mapped >500 m apart should be considered sepa-
rate groups (Brockelman & Srikosamatara, 1993). However, there is sub-
stantial variation in documented home-range size (Bartlett et al., 2016; 
Cheyne et al., 2019), which means that in some cases, animals that were 
recorded >500 m on different days may be the same animal.

There still remain outstanding questions that need to be an-
swered before unsupervised clustering can be fully utilized for PAM 
applications, and the answers are likely to be taxa specific. First, the 
few studies that have investigated temporal stability in gibbon indi-
vidual vocal signatures indicate that signatures are stable over time 
(>2 years; Fan et al., 2011, Feng et al., 2014), but there is evidence 
that temporal and spectral features of gibbon calls change with age 
(Terleph et al., 2016). Therefore, it is essential to determine the sta-
bility of vocal signatures relative to the duration of the PAM study. 
Second, the results of unsupervised clustering need to be ‘ground-
truthed’ using PAM data where the identity (and timing) of calling in-
dividuals is known. Although these data are difficult to collect (hence 
the reason for wanting to use PAM), it will be crucial to validate PAM 
data with data labeled by a human observer. Lastly, although we show 
that affinity propagation clustering substantially outperformed the 
other two algorithms, there was still error in the predicted versus 
actual number of females, as well as in the per observation classifi-
cation. The acceptable amount of error in unsupervised classification 
for PAM applications will depend on the research question, and for 
cases wherein assumptions regarding individual identity allow little 
room for error, these approaches may not be appropriate.

Female gibbon calls exhibit a higher degree of vocal individ-
uality than male gibbon calls (Clink et al., 2020a; Lau et al., 2018), 
which makes them more suitable for these types of classification 
problems. But, focusing on female calls also has relevance for den-
sity estimation, as female gibbons generally call only if they are in a 
mated pair, whereas males will call irrespective of their mated status 
(Brockelman & Srikosamatara, 1993). Gibbon acoustic surveys rely 
on the female call to indicate the presence of a gibbon group and 
necessarily report group (as opposed to individual) density (Hamard 
et al., 2010; Kidney et al., 2016; Yin et al., 2016). We propose that 
for gibbons—which have individually distinct calls (Clink et al., 2017; 
Clink, Crofoot, & Marshall, 2018; Clink, Grote, et al., 2018), occur at 
relatively low densities (Brockelman & Srikosamatara, 1993; Kidney 

et al., 2016) and are highly territorial (Mitani, 1984)—unsupervised 
clustering via affinity propagation clustering may be a useful addi-
tion for density estimation using PAM. In addition, future applica-
tions that investigate individual turnover in disturbed habitats may 
also benefit from unsupervised classification of individuals.

5  | CONCLUSIONS

Given the current biodiversity conservation crisis (Barnosky 
et al., 2011), effective monitoring of the status and trends of popu-
lations is critical for conservation efforts across taxa. We show that 
unsupervised clustering may provide an important additional tool for 
the monitoring of endangered, vocal animals. Whether unsupervised 
clustering of individuals can or should be incorporated into PAM pro-
grammes depends on a multitude of factors including the number of 
recording units and spacing of the array, along with the behavioural 
ecology of the target animals, including source level of the calling 
animal, home-range size of the animal relative to the array spacing, 
tendency for animals to call at the same time and whether the focal 
animals are territorial. And most importantly, the degree of vocal in-
dividuality and ability to distinguish between individuals will dictate 
whether this approach is appropriate.
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